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Cavity	
  Field	
  Stability	
  Requirement	
  

  Control and maintain the specified 
phase and amplitude stability of  
accelerating field in RF cavity 
during beam traveling 

  Also maintain the filling stage of 
the RF pulse 
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Further	
  reading:	
  	
  	
  A.	
  Mosnier	
  ;	
  J.	
  M.	
  Tessier,	
  Field	
  StabilizaKon	
  for	
  Tesla.	
  Tesla	
  reports	
  1994-­‐16	
  
	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  KraQ,	
  G	
  ;	
  Merminga,	
  L,	
  Energy	
  Spread	
  from	
  RF	
  Amplitude	
  and	
  Phase	
  Errors,	
  EPAC	
  96.	
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The	
  stability	
  requirement	
  is	
  from	
  the	
  beam	
  dynamic:	
  

In	
  the	
  case	
  of	
  fixed	
  sync.	
  phase:	
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Stability	
  Requirements	
  in	
  different	
  accelerators	
  	
  

  The stability requirement varies in different accelerators, determined by 
specific application. 

  The stability is specified in peak to peak rather than in rms in proton 
machine due to beam velocity is dependent on energy gain. 

  In some case, the requirement on phase stability differs by time scale, 
short term( during the pulse), medium term (pulse to pulse), long term 
(minutes to hours). At XFEL, the requirement is: 0.01° (short term), 
0.03° (medium term) , 0.1-0.5° (Long term). 

 
  The stability at ESS? 
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  XFEL ILC SNS JPARC 

Amp./Phase 
Stability 

0.01%,  0.01° 
(rms) 

0.1%,  0.1° 
(rms) ±0.5%, ±0.5° ±1%,  ±1° 
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RF Source 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!! !!!!!!!!!!!!
352.21MHz 704.42MHz 

75keV 50MeV 3MeV 606MeV 108MeV 2500MeV 

LEBT RFQ MEBT  DTL Spokes   Low !   High ! HEBT Source Target 

1 5 28 64 120 

  High intensity, 50mA       
  Long pulse, 2.9ms 
  High gradient  
  Spoke cavity 

 
  High Efficiency 
  High availability; 95% 

Requirments	
  at	
  ESS	
  

  Cavity	
  phase	
  and	
  amplitude	
  stability,	
  frequency	
  control	
  
	
  	
  
  Minimize	
  the	
  required	
  overhead	
  power	
  for	
  control	
  

  Automated	
  operaKon,	
  remote	
  control	
  

  Availability,	
  maintenance,	
  upgradability	
  

  Support	
  Linac	
  commissioning	
  



The	
  ideal	
  cases	
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  Consider an ideal beam current inject into an ideal superconducting cavity at 
ideal time 

  Ideal beam current: no synchronous phase, continuous current during pulse 
  Ideal superconducting cavity: optimized QL for beam current, no reflection 

power at beam duration 
  Ideal injection time 

At steady state :
Pg = Pc +Pb +Pr, (Pr = 0)

! =
Pg
Pc
=1+ Pb

Pc
!
Pb
Pc
,

(Pb >> Pc, for superconducting cavity)

QL =
Q0

1+!
!
Q0Pc
Pb

=
Vcav
2

Pb(R /Q)
Pb =VcavIb0
for beam induced voltage,

Vb =
1
2
(R /Q)QL "2Ib0 = Ib0 (R /Q)QL

#Vb =Vcav

Steady state for Vg, (don 't consider beam) :

! =
Vref
Vfor

=
! "1
! +1

, Vg =Vref +Vfor =
2!
! +1

Vfor

At filling stage : (const.Vfor input)
Vg(t) =Vref (t)+Vfor

Vref (t) =Vg(1" e
"t/" )"Vfor

Vref (t) = 0 # tinj = " ln(
2!
! "1

)

for superconducting cavity, ! >>1,

tinj $ " ln2 =
2QL

#
ln2

Vcav =Vg(tinj ) =
1+!
2!

Vg =Vfor $ 0.5Vg

Vcav 
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In a steady state situation dV/dt=0: 
 
 
 

 (39)  

If o, the cavity is not operated on resonance (the cavity is de-tuned). When the cavity is de-
tuned, the steady state cavity voltage and the generator are out of phase. The detuning angle is 
found from Eqn. 39: 
 
 
 

 (40)  

Equation 38 becomes: 
 
 
 

 (41)  

The cavity voltage can be separated into real and imaginary parts: 
 
  (42)  

Equation 41 becomes two coupled equations: 
 
 
 

 (43)  

and: 
 
 
 

 (44)  

Optimum Cavity Coupling for Superconducting Cavities 
The cavity coupler can be thought of as a transformer between the power source and the cavity 
as shown in Figure 2. The generator as seen by the cavity through the coupler is shown in Figure 
3. 

 
Figure 2. Transformer model of a cavity coupler 
 

Vfor, Ifor Vref, Iref 

Vcav =Vref +Vfor =Vg +Vb
Vg, generator current Ig induced voltage;
Vg, beam current Ib induced voltage;
Ib = 2Ib0, Ib0 is average DC current

QL	
  opKmizing:	
   Ideal	
  injecKon	
  Kme:	
  

Further	
  reading:	
  	
  
D.	
  McGinnis,	
  A	
  Simple	
  Model	
  for	
  a	
  SuperconducKng	
  RF	
  cavity	
  with	
  a	
  Vector	
  Phase	
  Modulator,	
  2007.	
  
T.	
  Schilcher,	
  Vector	
  Sum	
  Control	
  of	
  Pulsed	
  AcceleraKng	
  Fields	
  in	
  Lorentz	
  Force	
  Detuned	
  SuperconducKng	
  CaviKes.	
  Ph.	
  D.	
  Thesis	
  of	
  DESY,	
  1998	
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The	
  ideal	
  cases	
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PerturbaKons	
  in	
  real	
  world	
  

•  Synchronous phase  
•  Beam chopping 
•  Pulse beam transient 
•  Charge fluctuations 
•  Non-relativistic beam  
•  Pass band modes 
•  HOMs, wake-field  
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Beam	
  Loading	
  

•  Lorentz force detuning 
•  Microphonics 
•  Thermal effects (Quench…) 

Cavity	
  

•  Reference thermal drift 
•  Master oscillator phase 

noise 

Phase	
  reference	
  distribuKon	
  

•  Crates power supply noise 
•  Cross talk, thermal drift  
•  Clock jitter, nonlinearity 

Electronics	
  crates	
  

•  Modulator drop and ripple 
•  Klystron nonlinearity 

Power	
  Supply	
  

Further	
  reading:	
  	
  	
  LLRF	
  Experience	
  at	
  TTF	
  and	
  Development	
  for	
  XFEL	
  and	
  ILC,	
  	
  S.	
  Simrock,	
  DESY,	
  ILC	
  WS	
  2005	
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Lorentz	
  Force	
  Detuning	
  
  The radiation pressure on cavity walls 
         cavity shape changes by a volume ΔV  
            cavity resonance frequency is shifted 
  Lorentz force detune is repetitive from pulse to pulse 
  Lorentz force detuning coefficient K typically a few Hz/(MV/m)2 
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Radiation pressure :

Ps =
1
4
µ0 H
!"! 2

!!0 E
!" 2( )

Cavity perturbation theory:

!0 !!
!0

=
"0 E
!" 2

!µ0 H
!"! 2( )

"V
# dV

!0 E
!" 2

!µ0 H
!"! 2( )

V
# dV

TM010  induced static detuning:
"f = !K $Eacc

2

Further	
  reading:	
  T.	
  Schilcher.	
  Vector	
  Sum	
  Control	
  of	
  Pulsed	
  AcceleraKng	
  Fields	
  in	
  Lorentz	
  Force	
  Detuned	
  SuperconducKng	
  CaviKes.	
  
Ph.	
  D.	
  Thesis	
  of	
  DESY,	
  1998	
  

where no direct liquid helium cooling is applied, so that
helium super-fluid offers little help. And BCS resistance is
only one of the few mechanisms of RF power dissipations,
especially in the presence of field emissions which are
counted for a factor of 1–4 to the SNS cavities [2].

The stability of cavity phase and field amplitude is a
concern for short pulse mode, as the RF field generated
pressure on the thin walls of a SC cavity may deform the
cavity and excite its intrinsic mechanical modes, a phenom-
enon known as dynamic Lorentz Force Detuning (LFD).
The design LFD coefficient of the SNS cavity is 2 ± 1
(Hz m2/MV2), but in measurements, the dynamic LFD
depends on cavity gradient as the RF pulse is too short,
so that the properties of all mechanical modes also matters.
In measurements, stability of cavity phase and field ampli-
tude is within the design of 0.5! and 0.5%, and most med-
ium beta cavities need an extra of 20–30% RF power due to
the LFD, which is acceptable. Running at 4 K, the dynamic
LFD coefficient of medium beta cavity averages to 1.5, and
that of high beta cavity is 1.1 – reduced by approximately
30% from 2 K, while liquid helium pressure increased from
0.04 bar to 1.05 bar, and the cavity average gradient
remains at !14 MV/m. Fig. 1 shows measured LFD coef-
ficient for the SC cavities at 2.1 K.

3. SC linac tune-up algorithms

The setup of cavity synchronous phase and field ampli-
tude in the linac is one of the most important tasks in the
beam commissioning. A phase scan signature matching
technique [3] is applied in the warm linac. It measures par-
ticle time-of-flight and fits for beam energy, as well as cav-
ity phase and amplitude based on the cavity model. More
work is needed to apply the technique to SC linac, as beam
energy increases and beam loading in unpowered SC cavi-
ties are non-neglectable [4]. Fig. 2 shows simulation of
beam loading in unpowered cavities to phase measurement
versus pulse length, with and without cavity detuning.

Because beam-cavity interactions in a SC cavity are so
strong, they are utilized in the linac tune-up, called drifting
beam algorithm [5]. It measures beam current and beam
induced field in an unpowered cavity, and precisely deter-
mines the synchronous phase and calibrates cavity field
probe with a beam-cavity model. When beam velocity is
highly relativistic, signature matching will become inflexi-
ble, but drifting beam applies at high energy, including
electron SC linacs. However, in a low or medium energy
proton and heavy ion linac, such as SNS, beam accelera-
tions must be considered in drifting beam technique, in
addition to noise in the RF system and other passband
modes of the cavity [6].

Adjusting the focusing magnets after each cavity is
turned on could be a painful task and may not be neces-
sary. But a few steps are needed during the linac tune-up
as beam energy ramps up from 187 MeV to 1 GeV between
the entrance of the SC linac and a downstream beam
dump. From simulations with the TRACE3D code [7],
about seven steps in the focusing magnets are sufficient
to the SC linac: 187, 200, 235, 295, 354, 391 and 611–
1000 MeV. Fig. 3 shows beam envelopes in the linac at
187 MeV and at 1 GeV from TRACE3D simulations.
Beam size should be minimized in the linac to reduce beam
losses, but defocusing near the beam dump is necessary to
avoid damaging of the vacuum window. Twiss parameters
of the injection beams are of critical importance in the
transverse matching, so it is determined from computer
simulations and from actual measurements.

To prevent potential contamination of the SC cavity
from beam interceptive devices under high current beam
bombardments, no beam stop or other beam interceptive
device is installed in the superconducting linac. However,
none-destructive beam diagnostics instruments are neces-
sary to tune-up the SC linac and to establish both of trans-
verse and longitudinal phase space matching, so that beam
emittance is preserved in the linac and the beam losses in
the accelerator system maintained a moderate level. To
accomplish this, the essential beam diagnostics in the
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Dynamic	
  effects	
  of	
  cavity	
  detuning	
  

  Any cavity has an infinite number of mechanical eigenmodes of vibration. 
A 2nd-order differential equation can be used to describe the dynamics. 
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2nd-order differential equation of dynamic detuning,

! !!!n +
2
"m,n

! !!n +"n
2!!n = #2#Kn"n

2 $Eacc
2 (t)+ n(t)

!!(t) = !!n (t)
n
% , K = Kn

n
%

In steady state:

!!& = !!n&
n
% = #2# Kn

n
% $Eacc

2

The measured average gradient of field emission (FE) 
thresholds is 10 MV/m±3MV/m. The operating gradients 
are somewhere between the FE threshold and 90% of the 
limiting gradients. One interesting observation is that 
radiation patterns from some cavities do not show cavity 
field shape (Fig. 4). It has spikes at the end of RF pulses 
and/or during the cavity filling as shown in Fig. 5. At 
those moments when radiation waveforms are showing 
spikes, the power flowing through the fundamental power 
coupler has full standing wave pattern that is very 
consistent with the onset moments of electron probe 
signal (Fig. 3), and at the same moments we observed 
spikes from signals of HOM couplers in some cavities. 

 
Figure 4. Radiation signal with cavity field shape. 

 

 
Figure 5. Radiation signal with double spikes shape 

(top) and schematics of electron activities that could 
generate both radiations and electron probe signals (Fig. 
3) with double spike.  

The FE is the major limiting factor especially in high 
beta cavities, which leads lower operating gradients in 
most of high beta cavities (average operating 
gradient~12.5 MV/m) than the design one (15.8 MV/m). 
The effects of FE on the achievable gradients and the safe 
operating gradients are clearer at higher repetition rates 
including collective behaviors. It is observed in many 
cryomodules that the landing place of electrons depends 
on not only the field strength but also relative phases and 
amplitudes between neighboring cavities as shown in Fig. 
6. Also when electrons hit any intermediate temperature 
region (<20 K) in the cavity string, big bursts of gas are 
observed, which makes vacuum trips and redistributions 
gas and changes in cavity and/or coupler conditions.  
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Figure 6. Excursions of the beam pipe temperature of a 
cavity by changing its own RF phase and the neighboring 
one’s RF phase. 

Lorentz Force Detuning 
Observed detuning agrees with expectations in a good 

fraction of cavities. The detuning coefficients are about 
3~4 Hz/(MV/m)2 and 1-2 Hz/(MV/m)2 in medium and 
high beta cavities respectively. Some cavities show higher 
detuning coefficients at higher repetition rates as shown in 
Fig. 7, implying dynamic resonance condition. 
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Figure 7. Lorentz force detuning at various repetition rates 
observed in some of the SNS high beta cavities. In this 
example the accelerating gradient is 12.7 MV/m. 

Field Emission and Collective Behaviors 

WEPMS076 Proceedings of PAC07, Albuquerque, New Mexico, USA

07 Accelerator Technology Main Systems

2512

T07 Superconducting RF

1-4244-0917-9/07/$25.00 c�2007 IEEE

	
  S.	
  Kim,	
  I.	
  E.	
  Campisi,	
  F.	
  Casagrande	
  et	
  al,	
  Status	
  of	
  the	
  SNS	
  Cryomodule	
  Test,	
  PAC07.	
  
	
  M.Doleans,	
  Studies	
  of	
  EllipKcal	
  SuperconducKng	
  CaviKes	
  at	
  Reduced	
  Beta,	
  PhD	
  thesis,	
  2003.	
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Overhead	
  calculaKon	
  for	
  LFD	
  in	
  ellipKcal	
  cavity	
  

•  It makes calculation easier to discuss detuning according to the rate Δf/f1/2 

•  Below f1/2 , ( K~1.5 for high beta, K~2 for med beta), most cavity overhead is <7%. 

•  25% or more are required for detuning > 2 f1/2  (K~3 for high beta, K~4 for med beta) 

•  Appropriate pre-detuning for both sync. phase and LFD is assumed 
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Overhead	
  for	
  LFD	
  in	
  Spoke	
  cavity	
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R.	
  Zeng,	
  Power	
  Overhead	
  CalculaKon	
  for	
  Lorentz	
  Force	
  Detuning,	
  ESS-­‐tech	
  notes,	
  2012	
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Klystron	
  droop	
  and	
  ripple	
  
  Perturbations in the cathode voltage results in the change of the beam velocities, and 

then   led to the variations of the RF output phase 
  1% error in cathode voltage leads to more than 10 deg. variation in RF output phase 
  High frequency ripple with larger amplitude is hard to be eliminated by feedback, 

especially in normal conducting cavity 
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θ = ωt (2)

dθ = − ωL�
2eV
m

dV

V
(3)

Where v is the velocity of the beam, V is the cathode voltage of klystron, L is

the length between the RF input and output of klystron, t is the time delay of

the beam for a L length traveling, θ is the coreespoinding phase delay with RF

frequency ω, dθ is the phase variation, dV is the voltage variation and e�m is

the charge mass ratio of the electron.

There is also variaion in amplitude as a result of a change in klystron cathode

voltage. The calculation of the amplitude variation is based on the following

relationships:

Pout ∝ V
5�2

(4)

Vout ∝ P
1�2
out (5)

Vout ∝ V
5�4

(6)

dVout

Vout
= 5

4

dV

V
(7)

A more accurate result is given in Appendix in consideration of relativistic

effects. Assuming that the RF input is cos(ωt) and there is error ∆V in cathode

voltage, the RF output signal is therefore modulated by ∆θ in phase and ∆A

in amplitude, which can be written as:

Vout = (A +∆A)cos(ωt +∆θ) (8)

where A is the klystron gain. For example, considering a klystron with L =
2.5m,f = 508MHz, and the cathode voltage = 80kV , a cathode voltage change

∆V �V = 1% results in a phase variation ∆θ of 13° (12° for relativistic case), and
amplitude variation ∆A�A of 1.25%. Some measurements for the phase and

amplitude variations in other labs are listed in Table 1. They are in agreement

with the above calculated ones.

Table 1: Measurement for the phase and amplitude variations in other labs

RF freqency Cathode Phase variation Amplitude

/MHz voltage change /deg. variation

JPARC[1] 312 3.40% 25 ˜8%(power)

SNS [2,3] 805 3% ˜50(max) ˜8%(power)

PEPII[4] 476 ˜14° /kV
SACLAY[5] 704.4 200V@95kV 10° /kV@92kV

It appears that the phase is much more influenced by the ripple than the

amplitude. Therefore, we will mainly discuss the phase variations in later sec-

tions. If there is ripple compoent ∆V sin(ωt) mixed in cathode voltage, the RF

2

The Droop and Ripple’s Influence on Klystron

Output

Rihua Zeng, Anders J Johanssan, Stephen Molloy

July 4, 2011

1 Phase and Amplitude Variations

In pulse accelerator, the klystron suffer the droop and ripple effect resulting
from the high voltage pulse DC power suppliers, while the droop and ripple on
klystron cathode voltage leads to a phase and amplitude modulation on klystron
output. To find how the klystron output is affected, let’s consider a simplified
two-cavity klystron as shown in Figure 1.

Figure 1: Two-cavity klystron schematic diagram

Electron beams generated out from Electron gun are firstly accelerated by a
cathode voltage V and then modulated by the RF signal at input cavity. After
passing through the drift space of the length L, the beams finally induce the
required RF signal at output cavity. The RF output phase varies when there
is change in the beam travel time during drift space, which is highly affected
by the change in the cathode voltage. The phase variation due to the voltage
change can be calculated by the following equations:

t = L

υ
= L�

eV
m

(1)

1

t = L
!
=

L
eV
m

, " =#t

d" = ! #L
2eV
m

"
dV
V

relativistic case:

d" = ! e#LV
mc3$ 3% 3 "

dV
V

Pout !V
5/2

Vout !Pout
1/2

Vout !V
5/4

dVout
Vout

!
5
4
dV
V
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  Influence	
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  Output,	
  ESS	
  tech-­‐note.	
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•  The errors can be suppressed in feedback loop a factor of loop gain G. The loop gain is limited by loop delay 
and also by pass-band mode 

•  Integral gain of Ki=2πfHBW  is intorduced to eliminate the steady errors and reduce low frequency noises 
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•  Assuming	
  that	
  15	
  degree	
  phase	
  error	
  is	
  induced	
  by	
  per	
  1%	
  error	
  from	
  modulator,	
  to	
  control	
  the	
  error	
  to	
  0.5°,	
  	
  we	
  should	
  restrict	
  
the	
  droop	
  and	
  ripple	
  number	
  from	
  modulators:	
  

Droop	
  and	
  ripple	
  control	
  by	
  feedback	
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Synchronous	
  phase	
  

  The purpose of beam off-crest 
acceleration by a sync. phase is to 
minimize the energy spread 
resulted from wake fields. 

  By pre-detuning the cavity with 
motor tuner, the effect of the sync. 
phase acceleration is compensated. 

  It can be also compensated by 
extra power overhead, which was 
the case in LEP at CERN to avoid 
ponderomotive oscillation (CW, 8 
cavity/klystron)  
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in cavity RLC circuit, in steady state, dVcav
dt

= 0,

Vcav =
RL ! Itotal

1" iRL
1
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#

$
%

&
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(
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+ Igr " Ibr( )+ i Igi " Ibi( ) = VcavRL
1" i tan!D( )

+

Igr =
Vcav
RL

+ Ibr =
Vcav
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+ Ib cos!b
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RL

tan!D + Ibi = "
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tan!D " Ib sin!b(note defination !b )
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-
..

/
.
.

Tomin imize RF power, have QL =
2Vcav

R Q( ) Ib cos!b

and Igi = 0,

+ tan!D = "
Ib sin!b

Ib cos!b

= " tan!b

Further	
  reading:	
  ElectroacousKc	
   instabiliKes	
   in	
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  superconducKng	
  
caviKes,	
  D.	
  Boussard,	
  et,	
  al.	
  	
  7th	
  RF	
  superconducKng	
  workshop,	
  1995	
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Beam	
  loading	
  

  One bunch of the beam travelled through an RF cavity will experience the 
RF voltage, the induced field from previous bunches, and half of the self-
induced field (Fundamental Theory of Beam Loading) 

  Beam loading effects is not so significant, but get worst when there are 
charge fluctuation and beam chopping 
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An	
  beam	
  chopping	
  example	
  in	
  JPARC	
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  THE	
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Non-­‐relaKvisKc	
  beam,	
  HOMs,	
  Passband	
  mode	
  

May	
  4,	
  2011	
   R.	
  Zeng,	
  SLHiPP-­‐2,	
  Catania	
  

  Non-relativistic beam   

  HOMs and pass band modes are excited in the cavity during 
beam loading.  

  The pass band mode closest to the fundamental mode is to be 
concerned. It is one of the reasons causes instabilities and limit 
the loop gain 

  This mode can be excited by the chopped beam pulses and the 
switching edges of the rf pulses. 

  A special filter can be applied to suppress 
      this mode in digital domain 

of running the cavities in a simplistic feedback control only
mode all the time without the assistance of a feed forward
drive for cavity filling. At the beginning of each rf pulse,
the system in closed-loop mode can quickly get over the
transient state and reach a steady state with a zero control
error (because of the nature of the type-1 system) in much
less than 100 !s. Given the total rf pulse width of 1300 !s,
it leaves a flattop more than required 1000 !s for the beam.
The undesirable behavior of large-signal response during
the initial transient time can be greatly modified by using
set-point curves.

The operation of the SC cavities does require a proce-
dure of an initial cavity filling so that the following closed-
loop control during the flat top will be able to operate in a
small-signal region. For this reason, an automated LLRF
operation procedure has been developed and being used on
the commissioned LINAC. The screen picture in Fig. 15
shows some of the details of this operation mode.

In the waveform windows, the blue trace is the signal of
Klystron incident wave to the cavity, and the green trace is
for the reflected wave. The red trace is the cavity field.
Given the maximum rf pulse of 1300 !s, and the designed
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FIG. 14. (Color) 5=6" mode excited by the switching of rf power. The measurement was made on SC cavity SCL-13a running with no
feedback control (open loop).

0.5

1

1.5

2

2.5

0

500

1000

1500
0

0.2

0.4

0.6

0.8

1

Frequency (MHz)

Time (µs)

N
or

m
al

iz
ed

 m
ag

ni
tu

de
 s

pe
ct

ru
m

RF on 

Feedback on 

RF off 

FIG. 13. (Color) 5=6" mode excited by the switching of rf power. The measurement was made on cavity SCL-13a running in closed-
loop control.

HENGJIE MA et al. Phys. Rev. ST Accel. Beams 9, 032001 (2006)

032001-10
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  2006	
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Microphonics	
  

  Caused by the mechanical vibrations in the accelerator environment, such 
as vacuum pumps, helium pressure fluctuations, traffic, ground motion, 
ocean waves… 

  It is a slow perturbation, not predictable, and usually of the order of several 
Hz to several 10Hz  

  Avoid the domain frequencies in the microphonics spectrum close to the 
cavity mechanical modes  
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MICROPHONICS AND LORENTZ TRANSFER  
FUNCTION MEASUREMENTS ON THE SNS CRYOMODULES * 

J. R. Delayen, G. K. Davis, Jefferson Lab, 12000 Jefferson Ave., Newport News, VA 23606, USA

Abstract 
 As part of the acceptance tests, we have performed a 

number of measurements of microphonics levels and 
frequency spectra on the SNS cryomodules. These 
measurements are particularly important since those 
cryomodules may be used in the high-energy section of 
the RIA driver, a low-current CW accelerator. 
Measurements of the complete transfer functions between 
rf field modulation and cavity resonant frequency have 
also been performed. 

BACKGROUND MICROPHONICS 
PROBABILITY DENSITY FUNCTION 

As part of SNS production cryomodule acceptance 
testing [1], a microphonics histogram was obtained for 
each cavity. Data sets as large as 400,000 samples at up to 
500 samples/sec were obtained. Representative data are 
shown in Figure 1 and Figure 2. The cavity frequency 
detuning was measured with a Cavity Resonance Monitor 
[2], and was bandpass filtered between 1 Hz and 1 KHz to 
remove the high frequency noise and the slow frequency 
drifts.   Some assemblies showed dramatic time variation 
of the microphonics levels, presumably due to 
refrigeration LHe fluid dymanics. Peak transient 
microphonics levels resulting in up to 50 Hz cavity 
detuning have been observed. 

All assemblies easily meet the SNS specification for 6  
< 100 Hz. The RIA application requires  < 3.5 Hz.  
Some combination of passive and active controls might be 
required for these cryomodules to be used in RIA. 

MICROPHONICS SPECTRUM 
The microphonics spectrum was measured concurrently 

with each histogram. Some spectral peaks correspond to 
the cryomodule assembly mechanical resonances being 
excited by broadband background vibrational energy, 
(compare Fig 3 with Fig 7, and Fig 4 with Fig 8) while 
others result from peaks in the background vibration 
spectrum itself (e.g. 60 Hz harmonics). 

Note the dominant peak at 8 Hz for assembly M03, 
cavity 1. This peak caused the bimodal shape shown in 
the histogram (Fig. 2). Most tests resulted in a gaussian 
distribution, as shown for M02, cavity 3 (Fig. 1). 

The majority of the energy is at lower frequencies, 
where electronic feedback vibration control is generally 
easier to implement.  The differences in the spectra imply 
that any microphonics feedback control scheme will have 
to be flexible and adaptable, perhaps even customized for 
each cavity. 
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Figure 1: Background Microphonics PDF, gaussian 
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Figure 2: Background Microphonics PDF, bimodal 
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Figure 3: Typical background microphonics spectrum 

 
____________________________________________ 

* *Work supported by the U.S. Department of Energy, contract DE-
AC05-84ER401050 

S. Simrock & M. Grecki,  5th LC  School,  Switzerland, 2010,  LLRF & HPRF 11

Microphonics at JLAB
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Thermal	
  drir	
  and	
  crates	
  noise	
  

  Thermal drift in phase reference line and down converter, 
master oscillator and crate noise are out of the feed back 
control loop.  

  Special cautions should be taken: 
     Temperature-stabilized phase reference line; 
       Low phase noise master oscillator; 
       Down convert board temperature and channels cross talk control; 
       Crate power noise; 
       ADC non-linearization (non-IQ sampling); 
       Drift calibration in digital control; 
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Feedback	
  
•  The errors could be suppressed in feedback loop a factor of loop gain G. The loop gain is limited by 

loop delay and also by pass-band mode 
•  Large loop gain will result in more overshoot. 
•  Average loop gain at SNS is about 50 for superconducting cavity, less than 10 for normal cavity 
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The cavity behaviours like a low pass filter to phase and amplitude

in the simplified control loop without considering Lorentz detuning and

synchronous phase operation. Its transfer function can be written as [9]:

Hcav(f) = fhbw

jf + fhbw , (10)

where f is the frequency variable, and fhbw is the cavity half bandwidth .

The open loop transfer function Ho(f) of the control loop in Figure 3

has the expressions as shown in Equations 11, 12, and 13, assuming that

the bandwidths of the klystron and LLRF detector are both larger enough

than the cavity bandwidth.

Ho(f) = GHcave
−jτf

, (11)

�Ho(f)� = G�
� f
fhbw
�2 + 1

, (12)

ϕ =∠Ho(f) = −arctan� f

fhbw
� − τf. (13)

When f � fhbw, the last two equations can be approximately written as:

�Ho(f)� = Gfhbw

f
, (14)

ϕ = −90° − τf. (15)

Instability of the closed loop can be concluded from the characteristics

of open loop transfer function, which occurs when the magnitude and the

phase angle of the open loop transfer function are under special conditions

as follows: �Ho(f)� ≥ 1, (16)

ϕ = −180° + n ⋅ 360°, n = ±1,±2, ... (17)

Combining the Equation 14, 15, 16 and 17, we can calculate out the

critical frequency where the phase equals 180° and the critical loop gains

where the magnitude equals 0 dB. The lower the delay is, the higher the

critical loop gain will be. Consequently the better feedback performance

could be achieved. The critical loop gains obtained under different loop

delays are listed in Table 2 both for superconducting cavity (with the half

bandwidth of 518 Hz, the current design value for ESS high beta cavity)

and normal conducting cavity (assuming the half bandwidth of 10 kHz).

The loop delay τ is set to 2µs in the following sections, which is the

reasonable value considering the complicated perturbation factors (ripple,

Lorentz detuning, passband mode, etc.), even though 1µs loop delay is

achieved in some cavities at SNS (but some cavities are still larger than

1µs, even up to 1.5µs). At 2 µs loop delay, the critical gains are 241 and

12 for superconducting cavity and normal conducting cavity respectively,

and the critical frequency is 125kHz for both.

It is at risk to have loop gain below but close to the critical gain,

which causes overshoot as shown in Figures 4 and 5. We can see clearly

from the figures that the loop gain around 0.3G (G is the critical gain)

is smooth enough without overshoot, which means the loop gain of 72 for

5

The cavity behaviours like a low pass filter to phase and amplitude

in the simplified control loop without considering Lorentz detuning and

synchronous phase operation. Its transfer function can be written as [9]:

Hcav(f) = fhbw
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where f is the frequency variable, and fhbw is the cavity half bandwidth .

The open loop transfer function Ho(f) of the control loop in Figure 3
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critical frequency where the phase equals 180° and the critical loop gains

where the magnitude equals 0 dB. The lower the delay is, the higher the

critical loop gain will be. Consequently the better feedback performance

could be achieved. The critical loop gains obtained under different loop

delays are listed in Table 2 both for superconducting cavity (with the half

bandwidth of 518 Hz, the current design value for ESS high beta cavity)

and normal conducting cavity (assuming the half bandwidth of 10 kHz).

The loop delay τ is set to 2µs in the following sections, which is the

reasonable value considering the complicated perturbation factors (ripple,

Lorentz detuning, passband mode, etc.), even though 1µs loop delay is

achieved in some cavities at SNS (but some cavities are still larger than

1µs, even up to 1.5µs). At 2 µs loop delay, the critical gains are 241 and

12 for superconducting cavity and normal conducting cavity respectively,

and the critical frequency is 125kHz for both.

It is at risk to have loop gain below but close to the critical gain,

which causes overshoot as shown in Figures 4 and 5. We can see clearly

from the figures that the loop gain around 0.3G (G is the critical gain)

is smooth enough without overshoot, which means the loop gain of 72 for

5

The	
  instability	
  is	
  happening	
  when:	
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Integral-­‐proporKonal	
  controller	
  
  Integral gain of Ki=2πfHBW  is then introduced to eliminate the steady errors and reduce low 

frequency noises 
  The PI feedback loop can suppresses effectively low frequency noise but the performance degrades 

as frequency increases, while the far higher frequency noise is filtered by cavity itself 
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Figure 8: Closed loop noise suppression for superconducting cavity(G=241)
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Figure 9: Closed loop noise suppression for normal conducting cavity(G=12)

The block diagram of the feedback loop with PI(the proportional-
integral) controller in feedback loop [14] is given in Figure 10, where Kp
is the proportional gain and Ki is the integral gain. In the feedback control
with PI controller, the open loop transfer function can be written as:

Ho(f) =Kp �1 + Ki

j2πf
�Hcav (f) e−j2πτf

=Kp � j2πf +Ki

j2πf
�� fhbw

jf + fhbw � e−jπτf
,

(18)

�Ho(f)� =Kp

����1 + � Ki

2πf
�2�
����1 + � f

fhbw
�2, (19)

ϕ =∠Ho(f) = arctan�2πf
Ki
� − arctan� f

fhbw
� − π

2
− 2πτf. (20)

We firstly consider the case without loop delay (τ is 0). It is obviously seen

from Equation 20 that when arctan � 2πf
Ki
�>arctan � f

fhbw
�, i.e., Ki<fhbw,

the loop phase is always larger than −90° (−π�2), which means there is
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Figure 11: Phase margin reduced in open loop under different integral gains
(without delay, K = 2πfhbw)
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Figure 13: Noise suppression performance of PI feedback closed loop as a func-
tion of frequency for superconducting cavity(Kp = 50,Ki = 2π × 518)
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Figure 14: Noise suppression performance of PI feedback closed loop as a func-
tion of frequency for normal conducting cavity(Kp = 6,Ki = 2π × 104)
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Further	
  reading:	
  	
  R.	
  Zeng	
  et,	
  al.	
  The	
  Droop	
  and	
  Ripple’s	
  Influence	
  on	
  Klystron	
  Output,	
  ESS	
  tech-­‐note.	
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Feedforward	
  

  Feed forward is to deal with the repetitive errors 
from pulse to pulse.  

  In simplicity, It adds the errors learned to every 
pulse by feed forward table 
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Feedforward	
  

  The oscillation is happening when feedback is applied during 
beam loading due to loop delay and high loop gain. 

  Feedforward compensation 

May	
  4,	
  2011	
   R.	
  Zeng,	
  SLHiPP-­‐2,	
  Catania	
  

DESY	
   SNS	
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AdapKve	
  Feed	
  forward	
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  The	
  RepeKKve	
  perturbaKons	
  and	
  the	
  system	
  performance	
  may	
  vary	
  slowly	
  with	
  the	
  
Kme(thermal	
  drir,	
  microphonics,	
  cathode	
  voltage	
  variaKons,	
  component	
  aging).	
  

  AdapKve	
  algorithm	
  is	
  crucial	
  here	
  in	
  order	
  to	
  compensate	
  the	
  possible	
  changes	
  of	
  
the	
  environmental	
  and	
  operaKng	
  condiKons	
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AdapKve	
  feedforward	
  at	
  DESY	
  TTF	
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  measure	
  the	
  step	
  responses	
  conKnually	
  to	
  maintain	
  a	
  current	
  system	
  model.	
  
  The	
  step	
  size	
  should	
  be	
  select	
  carefully	
  
  It	
  is	
  direct,	
  straighuorward,	
  but	
  need	
  large	
  computaKon	
  capacity,	
  measurement	
  

response	
  not	
  fast	
  

LLRF	
  Development	
  for	
  TTF	
  II	
  and	
  Applicability	
  to	
  X-­‐FEL	
  &	
  ILC,	
  S.	
  Simrock,	
  ILC	
  WS	
  2004	
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AdapKve	
  feedforward	
  at	
  SNS	
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  Q-­‐filter	
  is	
  added	
  to	
  suppress	
  the	
  high	
  frequency	
  component	
  due	
  to	
  that	
  modeling	
  of	
  high-­‐	
  
frequency	
  dynamics	
  are	
  difficult	
  and	
  may	
  lead	
  to	
  an	
  inadequate	
  model	
  and	
  unstable	
  behavior	
  

  L-­‐filter	
  (self	
  learning	
  filter)	
  that	
  compensates	
  well	
  for	
  low	
  frequencies,	
  and	
  it	
  has	
  the	
  characterisKcs	
  
of	
  PID	
  	
  

  a	
  forgewng	
  factor	
  is	
  introduced	
  to	
  put	
  different	
  weights	
  to	
  the	
  past	
  feedforward	
  controller	
  outputs	
  

Remark 2. In fact, (4.16) describes the well-known model matching problem, i.e., for a given Q-filter, the
L-filter is matched to the inverse of Se:

The learning L-filter satisfying (4.16) can be obtained by using HN synthesis method [1,10], which
generally yield a high order learning L-filter. An intuitive synthesis of the learning L-filter for given a low-
pass Q-filter is based on the above remark and is practically impelmentable. The inverse of Se is

S!1
e ðsÞ ¼ B!1

z sI ! Azc þ
1

s
BzKI

! "

: ð4:17Þ

With

LnðsÞ ¼ S!1
e ðsÞ ¼ B!1

z sI ! Azc þ
1

s
BzKI

! "

ð4:18Þ

Eq. (4.13) is satisfied with the low-pass Q-filter. However, if there are uncertainties in the plant model, then
it is reasonable to use the learning rule with the modified learning L-filter

LðsÞ ¼ aB!1
z sI ! Azc þ

1

s
BzKI

! "

ð4:19Þ

where

a ¼
a1 0

0 a2

" #

ð0oa1; a2o1Þ

is a constant matrix. Plugging Azc ¼ AzðDoLÞ ! BzKP into Eq. (4.19), we obtain

LðsÞ ¼ a sB!1
z ! ðB!1

z AzðDoLÞ ! KPÞ þ
1

s
KI

! "

: ð4:20Þ

Eq. (4.20) shows that the learning L-filter has the characteristics of PID. Hence, with the forgetting factor
f ; in frequency domain, the learning controller is

Ukþ1
F ðsÞ ¼ QðsÞ f &Uk

FðsÞ þ aB!1
z sEkðsÞ

#

!aðB!1
z AzðDoLÞ ! KPÞEkðsÞ þ aKI

1

s
EkðsÞ

"

ð4:21Þ

and, in time domain, the learning controller is

vkþ1
F ðtÞ ¼ f & ukFðtÞ þ aB!1

z ’ek ! a B!1
z AzðDoLÞ ! KP

# $

ekðtÞ þ aKI

Z t

0
ekðtÞ dt ð4:22Þ

’xQðtÞ ¼ AQxQðtÞ þ BQv
kþ1
F ðtÞ ð4:23Þ

ukþ1
F ðtÞ ¼ CQxQðtÞ þDQxQðtÞ ð4:24Þ

where ðAQ;BQ;CQ;DQÞ is the system matrix quadruple of the low-pass Q-filter.

5. Simulation

Table 1 shows the SRF cavity parameters. In the following simulation, the repetition rate is set at 125Hz
(8.0ms period) instead of 60Hz of SNS. Since in 5.7ms, the cavity states come back to the rest states (initial
states) and the RF-on period is 1.3, 8.0ms of repetition period is enough to investigate the performance of
the proposed feedforward controller. Also, in the simulation, 33% power control margin is assumed. That
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New	
  AdapKve	
  Feedforward	
  at	
  FLASH	
  

  A possible scheme: take the current drive signal of the pulse as the feedforward 
input for the next pulse…Unfortunately, it is unstable 

  Instead, add a time-reversed low-pass filter:  record feedback error signal e(t), 
time reverse e(t)→e(-t), low pass filter e(-t), reverse filtered signal in time again, 
shift signal in time to compensate loop delay 
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Adaptive Feedforward

Lowpass:

3rd idea: Instead of a low-pass use a “time-reversed low-pass”:

Time-reversed lowpass:

FFnew = TRLP(FBlast)+FFlast …is surprisingly stable :)

time-reversed low-pass

Further	
  reading:	
  	
  Alexander	
  Brandt,	
  LLRF	
  AutomaKon	
  and	
  AdapKve	
  Feedforward,	
  FLASH	
  Seminar,	
  2006	
  	
  
	
   Alexander	
   Brandt,	
   Development	
   of	
   a	
   Finite	
   State	
  Machine	
   for	
   the	
   Automated	
   OperaKon	
   of	
   the	
   LLRF	
   Control	
   at	
  
FLASH,	
  PhD	
  thesis,	
  DESY,	
  2007.	
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Summary	
  

  LLRF has to maintain the stability of the RF field, and minimize 
the required overhead power. Automated operation and easy 
maintenance should be taken into account, especially in large-scale 
facilities. 

  A variety of perturbations can be seen everywhere in the 
accelerator environment 

  PI Feedback is an effective and classical way to deal with the 
perturbations but at the cost of the more overhead consumption and 
rising instability. 

  Feedforward is essential for the repetitive perturbations and need 
automatically update. We should look into more advanced control 
methods to be able to achieve better performance 
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Thank	
  you	
  for	
  the	
  ayenKon!	
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