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Configuration of control system of Linac and RCS
• Experimental Physics and Industrial 

Control System (EPICS) used in the 
J-PARC control system

• Network distributed control system 
using computers

• Database System
EPICS record generation and data 
archive

• Operation Interface (OPI) Layer
Consoles and displays to operate 
accelerator

• Network Layer
Network connecting OPI layer and 
front-end layer

• Front-end Layer
A group of computers (PC, VME) 
which control devices connected by 
field-bus 3
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Database system and tools

Loaded by 
each IOC

(1) EPICS record 
generation

(2) Start-up files 
generation

Data Archiver 
(DB)

(1) EPICS record “.db” files auto-generation
EPICS recod “.db” files is created using components information inserted Component DB. 

To reduce workload to create EPICS record. And to reduce risk of input error by human. 

EPICS data 
archive

Component DB

Equipment

Equipment

Control and 
Monitor by EPICS

(3) Generation of archived data list

IOC

(3) Archived data list files generation
Archived data list files used by Data Archiver are generated  using the data inserted Component DB.

(2) EPICS record start-up ".cmd" files auto-generation
Start-up files are created when EPICS record files is generated for consistency with start-up files and record files.

Equipment

EPICS record “.db” files

IOC start-up “.cmd” files

- Machine Info.
- IOC Info.
- Network Info. 

Equipment

Database system manages the data related EPICS. 
DB : PostgreSQL
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Because, EPICS archiver did not have the performance required for data acquisition at J-PARC 
around 2005, we developed in-house data archiver.

Data Archiver for Linac and RCS

• In-house data archiver for EPICS (2005∼)
• Developed by JAEA
• Database : PostgreSQL
• Fixed cycle of acquisition (1 ∼ 10 sec)
• Archive data defined by Component DB  

- EPICS records and archive data list are generated
• Linac: ∼ 38,000 control points, RCS: ∼ 21,000 control points
• Data stored on each archive server (for Linac and RCS)
• Data rate: 

Linac: 1.7 TB/year
RCS: 1.0 TB/year

Archived data viewer is also 
developed in-house by Java.



• Rackmount-servers :
• Component DB server (EPICS records 

generation) : 2
• Data archiver server (DB) : 4 + 4
• VxWorks compiler : 2
• NFS server : 2
• EPICS Gateway : 5
• Linux IOC (soft-IOC, for OSC, etc.) : 20
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Archive server (DELL R210)

Component DB server (DELL R320)

Servers for Linac and RCS
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Operation Interface and Front-end

Operation Interface (OPI)
- Developed by Java and MEDM
- OPIs for simple remote monitoring and operation of equipment are 

created in MEDM.   ->  MEDM OPI
- OPIs for equipment groups are created in java. ->  Java OPI

-> MEDM OPI is called (linked) from Java OPI.
- Operation logic (sequences) are implemented in java.

-> Much of the logic is implemented in Java OPIs.
(EPICS sequence record is not used)

Front-end
- VME, Linux PC (Server)
- EPICS driver is developed by JAEA (in-house).
- Supported devices : 

VME (Advanet 7501, etc.),    PLC (FA-M3, MELSEC, etc.), 
Oscilloscope (Tektronix, Yokogawa, Rohde & Schwarz), 
EMBLAN (interface network board),    Refractive Memory, etc. 
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Typical OPIs (1)

Java OPI for Linac power supply (PS) group

to monitor and control so many PS

MEDM OPI for an PS 

for simple monitoring and control 
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Typical OPIs (2)
Linac Status Panel (Java OPI)

Timing OPI (Java OPI)

Required array data monitoring and control.
-> Impossible to develop by MEDM.
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• Desktop PC
• Linac: DELL Optiplex OptPlex3050, etc.
• RCS: Lenovo ThinkCentre M720q, M75q-1, etc.
• Linac: ∼ 30 pieces, RCS: ∼ 30 pieces
• 1 screen (partially 2 screens)
• for control and work (software development, etc.)

• Intel NUC (for applications run locally)
• Core™ i3 (4M Cache, up to 3.60 GHz), 8 GB
• 1 or 2 screens
• ∼ 10 pieces

Recently, desktop PCs have been replaced by NUCs.

NUC

LI RCS

OPI Hardware for Linac & RCS 
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• VME
• Advme7501: PowerPC750 (300～500 MHz) 128 MB
• IOC for VME IO bords between power supply, MPS modules, etc.
• IOC for PLC, EMBLAN

• Servers (Linux IOC)
• Rack mount server (1U)
• Soft-IOC, IOC for measuring instrument such as Oscilloscope, etc.
• IOC for Reflective Memory of Timing system 

• Small-factor fan-less micro-server (PiNON Saba-Taro)
• Celeron J1900 (4-cores, 1.9GHz) 8GB, etc.
• IOC for spectrometer of Ion source

VMEPiNON Saba-Taro

IOCs for
measuring instrument

Front-end computers (IOCs) for Linac & RCS
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Software under development (OPI tools)

Background :
- At the beginning of J-PARC operation, it was unclear what software tools

would be required.
- Now, it is considered that the required applications have been almost fixed.

- It is difficult to maintain the original system in terms of cost and manpower.

Under consideration :
- Develop OPI with EPICS CSS, basically.
- About functions that cannot be supported by CSS, those will be developed

by Java and C language.
- Replace Data Archiver (in-house) with Archiver Appliance.

Replacement of OPI and Data Archiver for some systems have been started
from 2021.
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Typical OPI by CSS (Gas-sheet beam monitor)
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Typical Alarm List OPI (Vacuum system)
Software Information :

PostgreSQL 9.6, Alarm Server 4.5.0, grafana 7.2.0
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Typical System History OPI (Vacuum system)
Software Information :

PostgreSQL 9.6, Alarm Server 4.5.0, grafana 7.2.0
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Typical Trend Graph OPI (Vacuum system)
Data Browser in CSS could not support the requested functions such as graph scale control, etc.

-> Developed using Qt (used at other facilities).
Software Information :

Archiver Appliance 2018.Nov Release, MySQL 5.7.24, Qt 5.3.2
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Equipment status monitoring system (Soft MPS)

Monitoring OPI （RCS Collimator）

Potentiometers

Stepping motors

Monitored value Threshold ILK Status

- Monitor the equipment status based on EPICS monitored values (PV values) and threshold.
- This system logic part is developed in C language.

-> Same status can be displayed in all OPI.
- Threshold can be set for each operation  

-> Threshold can be generate from a snapshot value.
- Errors of initial parameter setting can be avoided.
- Currently, under operation test (parameters are being adjusted) 

-> Goal is to run as Soft MPS.

To eliminate accidents caused by human error, such as operation errors.
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Summary

• In the beginning of J-PARC operation (around 2005), the OPI tool and Data 
Archive tool of EPICS could not support the requirements of J-PARC.

-> Therefore, we developed them in-house at JAEA.

• Database system automatically generates EPICS record db files, IOC startup files, 
and the archiver data lists for Data Archiver from equipment information.

• OPI was developed by Java and MEDM.

Java: for the implementation of sequences and OPI with a lot of information.

MEDM: for simple operations.

• Currently, the requirements for the control system are almost fixed.

-> We have started to consider the functions implementable in the EPICS tool 
and to replace JAVA with CSS, etc.
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Thank you for your attention


