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Scientific data lifecycle at
Elettra-Sincrotrone Trieste
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Introduction to the facilities
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FERMI@ELETTRA

A 4th generation light source is a linac-based, single pass Free 
Electron Laser with an external seeding scheme

§ Operational since 2012
§ 6 beamlines
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ELETTRA

A 3rd generation 
synchrotron radiation 

facility

• Operational since 1993
• Major upgrade in 2010
• 28 beamlines

Combined, the 
two facilities have 

approximately 
1400 users/year
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Data lifecycle

• Storage
• Reduction
• Analysis

• Operations
• Data & results
• SW & HW

• Acquisition
• Visualization
• Control

• Submission
• Evaluation
• Accounts
• Data policy

Proposal Experiment

DataAccess
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Virtual Unified Office (VUO)

§ Main users’ web interface to the facilities since 1997
§ User registration: login credentials valid for the web portal, data 

acquisition, storage devices, computational cluster for data 
analysis, remote operation tools and Wi-Fi access

§ Proposal submission and evaluation
§ Beam-time scheduling in the portal calendar
§ Access to storage
§ Remote safe access to resources (Java-based tunneling tool with 

authentication and authorization in support of RDP, NX, VNC)
§ Users’ feedback: machine functionality, achievements, complete 

experimental report
§ Integrated with the company’s ERP
§ Umbrella ID login supported on the portal
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Scientific data policy

§ Users must accept the data policy before the beamtime
§ All the data obtained as a result of publically funded access to 

the research facility will become open access after a 
reasonable embargo period (3 years, extendable)

§ Raw data are kept for 10 years, accessible as read-only
§ Implementing the data policy:

§ Data are saved in experiment/dataset/datafile tree. 
§ 3 level storage: scratch, online, offline
§ Main (online) storage is currently being upgraded
§ Offline storage is at CINECA computing center (iRODS)
§ DOIs on datasets are not issued (yet)
§ Future upgrade to ICAT is likely
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Data acquisition system

§ Each beamline end-station is a complex, dynamic instrument 
consisting of a large number of interconnected components

§ Each experiment requires a long sequence of operations on 
most of end-station components

§ End-station controls and acquisition system must be flexible, 
extensible and easily adaptable

§ Key elements:
§ Automatization of experimental sequences
§ Fast acquisition system
§ Based on TANGO distributed control system
§ QTango based GUIs (+ PyQt, Taurus)
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DAQ main components
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PyTango device that executes 
generic Python functions from 
scripts located in external files.
In/out variables are handled as 
dynamic Tango attributes.
Configurable via XML. 

Multithreaded PyTango device 
that collects and stores shot-to-
shot data and related metadata 
from a large number of Tango 
sources. Configurable via XML.
FERMI specific (Pulsed source).
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DAQ access
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User logs in with his/her 
VUO credentials 

(username/password)

A logged-in user is 
presented with a list of 
his/her proposals and 

must select one for data 
acquisition
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DAQ main panel
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Data format
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HDF5 is used as a 
container for meta-
data rich structures

HDF5 structure is 
custom at each 

beamline

Configuration is 
XML based
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End-station user-oriented tools

§ Plug-in based architecture allows for constant evolution and 
customization 

§ Python based, GUI development in PyQt
§ E-logbook for experiments with automated metadata reporting

§ HTML-based, WYSIWYG editor, screenshots, data server, 
remote client, exportable to PDF

§ Visualizer of scientific images integrated with BL controls
§ CBF, TIFF, MAR345 support, ROI zooming, line profiles, 

background subtraction
§ Tool for rapid prototyping of data collection sequences and 

analysis scripts
§ 0MQ-based system for data collection and experiment 

managing - see DonkiOrchestra talk by R. Borghes tomorrow
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E-Logbook
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Data access
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Browser, WebDAV, GridFTP
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Conclusions

§ Implementing a complete data lifecycle in a large physics 
experimental facility is a very complex and expensive task

§ A large number of heterogeneous systems have to work in 
concert in a very dynamic environment

§ All the main components developed to support the 
experimental data acquisition and handling must be highly 
configurable

§ International collaborations have provided many solutions that 
address common problems of the proton and neutron facilities 
(and many more still need to be addressed)
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Thank you!
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