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OPAL – 20 MW Reactor, Sydney AUS 

 



A short one day journey from Lund 

Which many of you will 
have to make next year! 



1. OPAL Research Reactor (2008 image). 



OPAL multi-purpose reactor 

Neutron Beams: 
scientific research 

Silicon irradiation Medical Radioisotopes 

Neutron Activation 



Australian Centre for Neutron Scattering. 

•  The Bragg Institute (2002-2016) undertook neutron research at the 
old HIFAR reactor until 2006 when the OPAL reactor came on line. 

•  A major restructure of the 5 research institutes at ANSTO took place 
in 2015-2016.  

•  The Institutes have been disbanded and a new structure of 3 major 
research themes and 9 infrastructure platforms has been 
developed. 

•  We are one of those 9 major platforms.  Others include the 
Australian Synchrotron, the Centre for Accelerator Science etc. 

•  Former Bragg Institute Operations Manager Dr Jamie Schulz is now 
the Leader of the ACNS. Staff ~80. 



Good news since last 
meeting 

2 SANS machines 

4 diffractometers 

2 cold-neutron 
spectrometers 

USANS 

Reflectometry 

ACNS 2016 



Good news since last 
meeting 

2 triple-axis  
spectrometers 

Radiography/imaging/ 
tomography 



2. 300 days/yr operation 
•  Since 2012 the reactor operates at 300 days per year. 
•  Each year consists of two 12 day shutdowns (24 days) and eight 5 day shutdowns (40 days). 
•  Maintenance tasks are then scheduled for shutdowns, this generates a high resource load. 
•  Long shutdown dates announced for the next 5 years. 
•  All shutdown dates announced 12-18 months in advance. 
•  Careful forward planning is required.  

Task	Name	 Dura,on	 Start	 Finish	
2016	 341	days	 Sun	17/01/16	 Fri	23/12/16	
			JANUARY	 5	days	 Sun	17/01/16	 Fri	22/01/16	
			FEBRUARY	 12	days	 Mon	22/02/16	 Sat	5/03/16	
			APRIL	 5	days	 Mon	4/04/16	 Sat	9/04/16	
			MAY	 5	days	 Mon	9/05/16	 Sat	14/05/16	
			JUNE	 5	days	 Mon	13/06/16	 Sat	18/06/16	
			JULY	 5	days	 Mon	25/07/16	 Sat	30/07/16	
			AUGUST	 12	days	 Mon	29/08/16	 Sat	10/09/16	
			OCTOBER	 5	days	 Mon	10/10/16	 Sat	15/10/16	
			NOVEMBER	 5	days	 Mon	14/11/16	 Sat	19/11/16	
			DECEMBER	 5	days	 Sun	18/12/16	 Fri	23/12/16	



Yearly and 5 year shutdown plans 
Task	Name	 Dura,on	 Start	 Finish	

2017	 224	days	 Mon	13/02/17	 Mon	25/09/17	
			STANDARD	 5	days	 Mon	12/06/17	 Sat	17/06/17	
			FEBRUARY	 14	days	 Mon	13/02/17	 Mon	27/02/17	
			SEPTEMBER	 14	days	 Mon	11/09/17	 Mon	25/09/17	
2018	 224	days	 Mon	12/02/18	 Mon	24/09/18	
			STANDARD	 5	days	 Mon	11/06/18	 Sat	16/06/18	
			FEBRUARY	 14	days	 Mon	12/02/18	 Mon	26/02/18	
			SEPTEMBER	 14	days	 Mon	10/09/18	 Mon	24/09/18	
2019	 196	days	 Mon	4/03/19	 Mon	16/09/19	
			STANDARD	 5	days	 Mon	19/08/19	 Sat	24/08/19	
			MARCH	 120	days	 Mon	4/03/19	 Tue	2/07/19	
			SEPTEMBER	 14	days	 Mon	2/09/19	 Mon	16/09/19	
2020	 231	days	 Mon	10/02/20	 Mon	28/09/20	
			STANDARD	 5	days	 Mon	15/06/20	 Sat	20/06/20	
			FEBRUARY	 14	days	 Mon	10/02/20	 Mon	24/02/20	
			SEPTEMBER	 14	days	 Mon	14/09/20	 Mon	28/09/20	
2021	 224	days	 Mon	15/02/21	 Mon	27/09/21	
			STANDARD	 5	days	 Mon	14/06/21	 Sat	19/06/21	
			FEBRUARY	 14	days	 Mon	15/02/21	 Mon	1/03/21	
			SEPTEMBER	 14	days	 Mon	13/09/21	 Mon	27/09/21	

•  Where possible shutdown dates do not overlap the Australian Synchrotron. As required 
staff can move (1000km!) between the two for the shutdowns. 

•  All requests from scientists (for more than 3-4hrs work) are tracked, logged and prioritised 
in an MS Project Gantt Chart) -  see over. Allows for resource loads to be measured. 
Instrument scientists do check this closely (just for their instrument). 



3. Operational tasks Gantt Chart 



4. Project Gantt Charts 

•  Instrument builds or major upgrades all run MS Project. Several can be 
rolled into a program gantt chart.  

•  Also can be integrated with the operations Gantt Chart to ensure resources 
are available. 

•  Project Lessons: 
•  Hot commissioning tasks always take longer than planned for and on many 

instruments can take 1-3 years to get the SNR to optimum levels. 
•  There is a need for change control on all the little twicks performed in hot 

commissioning, otherwise the as built drawings are incorrect – and future 
upgrades are compromised. 

•  Time also has to be allocated for the preparation of maintenance plans and 
spare parts inventories for all parts of the instrument. 



5. Asset Management Plan Spreadsheet 
AMP now includes future items (wish lists).  
Items have to be on the AMP in order to win capital money. 



6.Web portal – instrument booking system 



•  The web portal system (being upgraded now) lists the experiment, contact scientist and 
other requirements (eg sample environment, lab gear) required for an experiment.  

•  This ensures nothing is double booked and indicates any gaps where maintenance or 
upgrades can take place during a cycle. 



7. SAPTM 

•  All maintainable 
equipment is 
registered in SAP. 

•  Work orders are 
automatically created. 

•  Some smaller 
sections run on 
spreadsheets. 

•  Quite a resource load 
to set up, relatively 
easy to keep going. 

•  Train staff to speak 
SAP. 



Asset Management Planning… 
•  Currently required tool for money for upgrades. 
•  Important in considering the 20-40 year life of an instrument. 
•  Condition monitoring (oil/water etc) now used as a 

preventative maintenance strategy. 
•  In certain cases run-to-fail is valid – eg the operating cost of 

replacement parts & labour per year is high 



8. 5S organisational methodology 
•  From the Japanese words for  Sort, Shine 

Standardise, Straighten, Sustain 
•  Slowly being implemented in the Neutron Guide 

Hall. 
•  Saves time in hunting around for parts – especially 

for emergency breakdown repairs. 
•  Everything has a home! If its not needed it gets red 

tagged and after a month thrown away. 
•  Challenges include ongoing maintenance of the 

areas, and the fact that scientists from certain 
cultural backgrounds DON’T like to throw 
ANYTHING out EVER. 



9. Minimising downtime on  neighbouring instruments 
during major upgrades – Case Study 1 – Dance floor 
extension for the thermal triple axis spectrometer  
 
 

•  Issue –  Enclosure Wall – aim to replace and allow for greater momentum transfer at higher incident Energies –
key was to only take the cold triple axis down for one 28 day cycle.  

•  Step 1 – Remove concrete wall – modify and reuse parts.  
•  Step 2 – Design more compact Steel/Pb/Steel wall 
•  Step 3 – Additional dance floor.  Keeping slope < 50um/m and steps below 50um. 
 



Study 1 con’t: Increase in Incident Energy & 
Momentum Transfer for the thermal triple axis 
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•  Lessons learnt – Breakdown all the steps , allocate time and people and have a widespread review, and 
wherever possible, rehearse the steps first. 

•  Outcome – reasonable performance increase (see below) – downtime kept to a minimum 
•  Second stage – Installation of a double mono took place last month – lesson learnt – detailed FATs, wide 

team of people to review SAT and installation plans. Allow for the unexpected – confirm drawings are as-
installed. 



Case Study 2 – Installation of a second SANS inside the 
shielding of the first SANS 
 
 

•  Issue –  All shielding for the 1st SANS had to be replaced due to 
second SANS instrument. 

•  Step 1 – Remove concrete wall – modify and reuse parts.  
•  Step 2 – Designed 4m high, 6m long 0.1m wide SS dividing wall 

– seismic rated. (refer to P.Constantine talk DENIM 2015) 
•  Step 3 – Keep loss of beam time to a single 28 day cycle. 
•  Lesson learnt – measure more than once, check way more than 

twice. 
•  Feedback actual dose measurement to the nuclear simulation 

team. 
 



Case Study 3 – Installation of the HZB instrument BioRef 
right against the new SANS Bilby 
 
 

•  Bio Ref due down under in about 6 months 



Implications for the new SANS 
•  Issue –  Enclosure Wall – will need to come down and an entire new access designed. 
•  Step 1 – This instrument will be built from the back (downstream) and go upstream. 
•  Step 2 – Bilby shielding walls (which were 2nd hand from Quokka) – may then be reused again for 

Bio Ref. 
•  Refer to Stewart Pullen’s DENIM 2016 – in 3 hours time! for more details. 
 



Conclusion 
•  With  very high availability of neutrons comes the requirement to plan very 

carefully. The tools described in this talk allow us to sell to management a realistic 
plan for both maintenance and upgrades. 

•  Planning also allows us to minimise last second ad hoc requests from scientists 
and users.  

•  Major upgrades and new instruments need wide spread reviews with multi-
disciplinary teams. 

•  ‘Bathtub’ curve on maintenance and upgrade costs, low initially at a new facility, 
spikes around the 8-10 year mark due to the need for many replacements and 
major services at once. 



Impressions of Lund 




